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U-Net semantic segmentation for satellite imagery
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CHAPTER
ONE

NOTE

This is the main page of your project’s Sphinx documentation. Itis formatted in Markdown. Add additional
pages by creating md-files in docs or rst-files (formated in reStructuredText) and adding links to them in
the Contents section below.

Please check Sphinx, recommonmark and autostructify for more information about how to document your
project and how to configure your preferences.



http://www.sphinx-doc.org/
https://daringfireball.net/projects/markdown/
http://www.sphinx-doc.org/en/master/usage/restructuredtext/basics.html
http://www.sphinx-doc.org/
https://recommonmark.readthedocs.io/en/latest
https://recommonmark.readthedocs.io/en/latest/auto_structify.html
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4 Chapter 1. Note



CHAPTER
TWO

CONTENTS

This digital tool is part of the catalog of tools of the Inter-American Development Bank. You can learn more about
the IDB initiative at code.iadb.org

2.1 :information_source: Description
A set of classes and CLI tools for training a semantic segmentation model based on the U-Net architecture, using

Tensorflow and Keras.

This implementation is tuned specifically for satellite imagery and other geospatial raster data.

2.2 :handshake: Contributing

Bug reports and pull requests are welcome on GitHub at the issues page. This project is intended to be a safe, welcoming
space for collaboration, and contributors are expected to adhere to the Contributor Covenant code of conduct.

2.3 :man_technologist: Authors

e Damién Silvani: damian@dymaxionlabs.com

* Maria Roberta Devesa: ro.devesa@dymaxionlabs.com
* Gessica Paniagua: gessica@dymaxionlabs.com

¢ Federico Bayle: federico@dymaxionlabs.com

e Alan Toris

2.4 :page_facing_up: License

This project is licensed under Apache 2.0. Refer to LICENSE.txt.



https://code.iadb.org
https://www.tensorflow.org/
https://keras.io/
https://github.com/dymaxionlabs/unetseg/issues
http://contributor-covenant.org
mailto:damian@dymaxionlabs.com
mailto:ro.devesa@dymaxionlabs.com
mailto:gessica@dymaxionlabs.com
mailto:federico@dymaxionlabs.com
LICENSE.txt
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2.5 License

Apache License
Version 2.0, January 2004
http://www.apache.org/licenses/
TERMS AND CONDITIONS FOR USE, REPRODUCTION, AND DISTRIBUTION
1. Definitions.

“License” shall mean the terms and conditions for use, reproduction, and distribution as defined by
Sections 1 through 9 of this document.

“Licensor” shall mean the copyright owner or entity authorized by the copyright owner that is grant-
ing the License.

“Legal Entity” shall mean the union of the acting entity and all other entities that control, are con-
trolled by, or are under common control with that entity. For the purposes of this definition, “control”
means (i) the power, direct or indirect, to cause the direction or management of such entity, whether
by contract or otherwise, or (ii) ownership of fifty percent (50%) or more of the outstanding shares,
or (iii) beneficial ownership of such entity.

“You” (or “Your”) shall mean an individual or Legal Entity exercising permissions granted by this
License.

“Source” form shall mean the preferred form for making modifications, including but not limited to
software source code, documentation source, and configuration files.

“Object” form shall mean any form resulting from mechanical transformation or translation of a
Source form, including but not limited to compiled object code, generated documentation, and con-
versions to other media types.

“Work” shall mean the work of authorship, whether in Source or Object form, made available under
the License, as indicated by a copyright notice that is included in or attached to the work (an example
is provided in the Appendix below).

“Derivative Works” shall mean any work, whether in Source or Object form, that is based on (or
derived from) the Work and for which the editorial revisions, annotations, elaborations, or other
modifications represent, as a whole, an original work of authorship. For the purposes of this License,
Derivative Works shall not include works that remain separable from, or merely link (or bind by
name) to the interfaces of, the Work and Derivative Works thereof.

“Contribution” shall mean any work of authorship, including the original version of the Work and
any modifications or additions to that Work or Derivative Works thereof, that is intentionally submit-
ted to Licensor for inclusion in the Work by the copyright owner or by an individual or Legal Entity
authorized to submit on behalf of the copyright owner. For the purposes of this definition, “sub-
mitted” means any form of electronic, verbal, or written communication sent to the Licensor or its
representatives, including but not limited to communication on electronic mailing lists, source code
control systems, and issue tracking systems that are managed by, or on behalf of, the Licensor for the
purpose of discussing and improving the Work, but excluding communication that is conspicuously
marked or otherwise designated in writing by the copyright owner as “Not a Contribution.”

“Contributor” shall mean Licensor and any individual or Legal Entity on behalf of whom a Contri-
bution has been received by Licensor and subsequently incorporated within the Work.

2. Grant of Copyright License. Subject to the terms and conditions of this License, each Contribu-
tor hereby grants to You a perpetual, worldwide, non-exclusive, no-charge, royalty-free, irrevocable
copyright license to reproduce, prepare Derivative Works of, publicly display, publicly perform, sub-
license, and distribute the Work and such Derivative Works in Source or Object form.
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3. Grant of Patent License. Subject to the terms and conditions of this License, each Contributor hereby
grants to You a perpetual, worldwide, non-exclusive, no-charge, royalty-free, irrevocable (except as
stated in this section) patent license to make, have made, use, offer to sell, sell, import, and other-
wise transfer the Work, where such license applies only to those patent claims licensable by such
Contributor that are necessarily infringed by their Contribution(s) alone or by combination of their
Contribution(s) with the Work to which such Contribution(s) was submitted. If You institute patent
litigation against any entity (including a cross-claim or counterclaim in a lawsuit) alleging that the
Work or a Contribution incorporated within the Work constitutes direct or contributory patent in-
fringement, then any patent licenses granted to You under this License for that Work shall terminate
as of the date such litigation is filed.

4. Redistribution. You may reproduce and distribute copies of the Work or Derivative Works thereof in
any medium, with or without modifications, and in Source or Object form, provided that You meet
the following conditions:

(a) You must give any other recipients of the Work or Derivative Works a copy of this License; and

(b) You must cause any modified files to carry prominent notices stating that You changed the files;
and

(c) You must retain, in the Source form of any Derivative Works that You distribute, all copyright,
patent, trademark, and attribution notices from the Source form of the Work, excluding those
notices that do not pertain to any part of the Derivative Works; and

(d) If the Work includes a “NOTICE” text file as part of its distribution, then any Derivative Works
that You distribute must include a readable copy of the attribution notices contained within such
NOTICE file, excluding those notices that do not pertain to any part of the Derivative Works, in at
least one of the following places: within a NOTICE text file distributed as part of the Derivative
Works; within the Source form or documentation, if provided along with the Derivative Works;
or, within a display generated by the Derivative Works, if and wherever such third-party notices
normally appear. The contents of the NOTICE file are for informational purposes only and do
not modify the License. You may add Your own attribution notices within Derivative Works
that You distribute, alongside or as an addendum to the NOTICE text from the Work, provided
that such additional attribution notices cannot be construed as modifying the License.

You may add Your own copyright statement to Your modifications and may provide additional or
different license terms and conditions for use, reproduction, or distribution of Your modifications, or
for any such Derivative Works as a whole, provided Your use, reproduction, and distribution of the
Work otherwise complies with the conditions stated in this License.

5. Submission of Contributions. Unless You explicitly state otherwise, any Contribution intentionally
submitted for inclusion in the Work by You to the Licensor shall be under the terms and conditions of
this License, without any additional terms or conditions. Notwithstanding the above, nothing herein
shall supersede or modify the terms of any separate license agreement you may have executed with
Licensor regarding such Contributions.

6. Trademarks. This License does not grant permission to use the trade names, trademarks, service
marks, or product names of the Licensor, except as required for reasonable and customary use in
describing the origin of the Work and reproducing the content of the NOTICE file.

7. Disclaimer of Warranty. Unless required by applicable law or agreed to in writing, Licensor pro-
vides the Work (and each Contributor provides its Contributions) on an “AS IS” BASIS, WITHOUT
WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied, including, without
limitation, any warranties or conditions of TITLE, NON-INFRINGEMENT, MERCHANTABIL-
ITY, or FITNESS FOR A PARTICULAR PURPOSE. You are solely responsible for determining
the appropriateness of using or redistributing the Work and assume any risks associated with Your
exercise of permissions under this License.
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8. Limitation of Liability. In no event and under no legal theory, whether in tort (including negligence),
contract, or otherwise, unless required by applicable law (such as deliberate and grossly negligent
acts) or agreed to in writing, shall any Contributor be liable to You for damages, including any direct,
indirect, special, incidental, or consequential damages of any character arising as a result of this
License or out of the use or inability to use the Work (including but not limited to damages for loss of
goodwill, work stoppage, computer failure or malfunction, or any and all other commercial damages
or losses), even if such Contributor has been advised of the possibility of such damages.

9. Accepting Warranty or Additional Liability. While redistributing the Work or Derivative Works
thereof, You may choose to offer, and charge a fee for, acceptance of support, warranty, indemnity,
or other liability obligations and/or rights consistent with this License. However, in accepting such
obligations, You may act only on Your own behalf and on Your sole responsibility, not on behalf
of any other Contributor, and only if You agree to indemnify, defend, and hold each Contributor
harmless for any liability incurred by, or claims asserted against, such Contributor by reason of your
accepting any such warranty or additional liability.

END OF TERMS AND CONDITIONS
APPENDIX: How to apply the Apache License to your work.

To apply the Apache License to your work, attach the following boilerplate notice, with the fields
enclosed by brackets “[]” replaced with your own identifying information. (Don’t include the
brackets!) The text should be enclosed in the appropriate comment syntax for the file format.
We also recommend that a file or class name and description of purpose be included on the same
“printed page” as the copyright notice for easier identification within third-party archives.

Copyright [yyyy] [name of copyright owner]

Licensed under the Apache License, Version 2.0 (the “License”); you may not use this file except in com-
pliance with the License. You may obtain a copy of the License at

http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software distributed under the License is dis-
tributed on an “AS IS” BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either
express or implied. See the License for the specific language governing permissions and limitations under
the License.

2.6 Contributors

e Damidn Silvani damian @dymaxionlabs.com

* Marfa Roberta Devesa ro.devesa@dymaxionlabs.com
* Gessica Paniagua gessica@dymaxionlabs.com

* Federico Bayle federico@dymaxionlabs.com

e Alan Toris
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2.7 Changelog

All notable changes to this project will be documented in this file.

The format is based on Keep a Changelog, and this project adheres to Semantic Versioning.

2.7.1 [0.2.1] - 2022-02-02

Changed

* fix(evaluate): Change masks to extent

2.7.2 [0.2.0] - 2022-01-13
Added

* New masks_path training config attribute for specifying a custom directory for masks

Changed

» Upgrade to Tensorflow 2+
* Support for satproc >=0.1.8

* Depend on Python >= 3.7

2.7.3 [0.1.10] - 2022-01-11

Changed

* Force requirement to Python < 3.8 (caused by dependency to TF 1.15)
* Add missing dependencies

» Update docstrings

2.7.4 [0.1.5] - 2021-08-18

Added

* New model Unet++ and setting model_architecture on training config object

2.7. Changelog 9
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2.8 unetseg

2.8.1 unetseg package

Subpackages

unetseg.console namespace
Submodules
unetseg.console.predict module
unetseg.console.train module

Submodules
unetseg.evaluate module
unetseg.postprocess module
unetseg.predict module
unetseg.skeleton module

This is a skeleton file that can serve as a starting point for a Python console script. To run this script uncomment the
following lines in the [options.entry_points] section in setup.cfg:

console_scripts =
fibonacci = unetseg.skeleton:run

Then run pip install . (or pip install -e . for editable mode) which will install the command fibonacci
inside your current environment.

Besides console scripts, the header (i.e. until _logger...) of this file can also be used as template for Python modules.

Note: This skeleton file can be safely removed if not needed!

References

* https://setuptools.readthedocs.io/en/latest/userguide/entry_point.html
* https://pip.pypa.io/en/stable/reference/pip_install

unetseg.skeleton. fib(n)
Fibonacci example function

Parameters n (int) — integer
Returns n-th Fibonacci number

Return type int

10 Chapter 2. Contents
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unetseg.skeleton.main(args)
Wrapper allowing £ib () to be called with string arguments in a CLI fashion

Instead of returning the value from £ib (), it prints the result to the stdout in a nicely formated message.

Parameters args (List[str]) — command line parameters as list of strings (for example
["--verbose", "42"]).

unetseg.skeleton.parse_args(args)
Parse command line parameters

Parameters args (List[str]) — command line parameters as list of strings (for example
["--help"]).

Returns command line parameters namespace
Return type argparse.Namespace

unetseg.skeleton.run()
Calls main () passing the CLI arguments extracted from sys.argv

This function can be used as entry point to create console scripts with setuptools.

unetseg.skeleton.setup_logging(loglevel)
Setup basic logging

Parameters loglevel (int)— minimum loglevel for emitting messages
unetseg.train module
unetseg.utils module

Module contents

2.8. unetseg 11
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CHAPTER
THREE

INDICES AND TABLES

* genindex
* modindex

¢ search
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£fib () (in module unetseg.skeleton), 10
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main() (in module unetseg.skeleton), 10
module
unetseg, 11
unetseg.console, 10
unetseg.skeleton, 10

F)

parse_args () (in module unetseg.skeleton), 11

R
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